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Deployment in Wireless Sensor Networks*
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Abstract—In this paper, to gather streams of data in static wireless sensor networks, a novel graded node deployment strategy
is proposed that generates minimum traffic, just sufficient for coverage. Based on this node distribution, a distributed, nearly load-
balanced data gathering algorithm is developed to deliver packets to the sink node via minimum-hop paths that also in turn helps
to limit the network traffic. An average case probabilistic analysis is done based on perfect matching of random bipartite graphs to
establish a theoretical lower bound on the number of nodes to be deployed. Analysis and simulation studies show that the proposed
model results huge enhancement in network lifetime that significantly overrides the cost due to over deployment. Hence, this technique
offers an excellent cost-effective and energy-efficient solution for node deployment and routing in large wireless sensor networks to
operate with prolonged lifetime.

Index Terms—Wireless sensor network (WSN), load balancing, lifetime, coverage, data gathering, graded node distribution.
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1 INTRODUCTION

R ECENT technological advances have made feasible
the deployment of tiny inexpensive sensor nodes

over a region of interest to collect ground data, to process
it and to route it to a sink node for aggregation, that as a
whole comprises a Wireless Sensor Network (WSN). In fact,
WSN’s have numerous applications in weather moni-
toring, disaster management, inventory tracking, smart
spaces, precision agriculture, habitat monitoring, target
tracking, surveillance and many more. In a multi-hop
Wireless Sensor Network (WSN) with continuous traffic,
each sensor node acts as a data originator that introduces a
data packet into the network at regular intervals, to send
its data to the sink node. At the same time, each node
also acts as a router to forward others data packets to
the sink node via multi-hop paths. In many applications,
the sensor nodes are battery-powered, and without any
recharging facility. Most of the energy of the sensor
nodes is depleted in the process of data communication.
When the battery power is exhausted, a node fails to
operate and conventionally this ends the lifetime of the
network which is the time duration of network operation
until the first node fails, mainly due to energy shortage.
Hence for energy-efficiency, it is a fundamental issue
to reduce the total number of packet transmissions in
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the network. The network load, i.e. the total number
of packets to be delivered to the sink node is lower
bounded by the coverage constraint. Given that bound,
it is obvious that, each packet should follow the path
with minimum hop to reduce the total number of packet
transmissions. But, if nodes always forward their packets
to the sink node via minimum hop paths, nodes nearer
to the sink will carry heavier traffic and will deplete their
energy faster, creating energy holes [15], [16] around the
sink. Hence, in a multi-hop WSN, it is a challenging issue
to exploit the energy of all the nodes uniformly so that
the network lifetime [9], [10], [18] is maximized.

Data gathering with load balancing in terms of power
demand at each individual node may be an efficient
approach to enhance the lifetime of the network. A
plethora of work has been reported recently on this
issue. But in most of the earlier works, load balancing
has been achieved at the expense of routing packets via
longer distances or more hops which is not efficient
from energy point of view [5], [4], [6], [3], [8]. Here,
nodes take decision to forward packets either directly
or via multi-hop paths in order to guarantee energy
balance. Moreover, even for a very simple network,
computing the most balanced data gathering routes is
an NP-hard problem [11], [12]. For some simple regular
sensor network topologies, in [7], the upper and lower
bounds on functional lifetime are derived. In [2], for
2D grid networks, authors propose a heuristic strategy
with transmission power control that ensures maximum
network lifetime by balancing the traffic load as equally
as possible. In all these approaches load-balancing is
targeted at the cost of increased energy consumption in
routing via non-optimal paths.

With routing via shortest paths, in [1], authors formu-
lated the δ-Bounded Load Balanced Tree Problem (B-LBTP),
to keep the nodes load-balanced. By their proposed
algorithms, the value of the load balancing factor δ varies
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between 3-14, which is not satisfactory. In some works,
load balancing solutions are proposed using multiple
data sinks [13], or relay nodes [9]. However, general rules
for the exact distribution of the sinks, or relays are
yet to come up. In some applications with high data
correlation, routing with data fusion [10], [14], [19] has
emerged as a useful paradigm for load balancing though
it cannot resolve the energy hole problem fully. At the
same time, it requires complex computation to prevent
loss of vital information.

Hence, graded or non-uniform node distribution
emerges as a better option for load-balancing [17], [27],
[24], [25], [26], [28], [29], where more nodes are deployed
nearer the sink to share the increased load instead of
compromising energy-efficiency in routing via longer
paths.

In most of the works, on non-uniform node distribu-
tion, in spite of the fact that the region is over deployed,
it was simply assumed that each node generates data
packets at regular intervals. But surely it results large
number of redundant data packets in the network, de-
pleting the energy of the nodes unnecessarily. However,
to satisfy the coverage and connectivity issues, a suffi-
cient number of nodes should always remain active to
sense and generate data.

A lot of research has been reported recently to find
energy-efficient solutions to satisfy both coverage and
connectivity issues [37], [38], [43], [39], [40]. It is to
be noted that coverage maximization using minimum
number of nodes is important to conserve energy by
limiting the network load, i.e., the number of packets to
be delivered to the sink. But, unless it is combined with
energy-efficient routing, lifetime can not be maximized.

Taking into consideration all these issues, this paper
proposes a novel graded node distribution strategy to
keep the network traffic just sufficient to cover the area,
and at the same time to route packets via minimum
hop paths with load balance. It is to be noted that
routing packets via minimum-hop paths, in fact, keeps
the network traffic, i.e., total number of packet transmis-
sions in the network minimum, and at the same time,
load balance distributes this network traffic uniformly
across nodes to prolong network lifetime. Hence, the
proposed model achieves ultimate energy efficiency at
the expense of over deployment of nodes but at the same
time avoiding redundant data in order to limit network
traffic.

For the proposed node distribution strategy over a
circular area, an elegant probabilistic average case anal-
ysis is done to establish a lower bound on the number
of nodes to be deployed to satisfy both coverage and
load balance with routing via minimum hop paths. From
graph-theoretic point of view, we formulate the problem
of selecting nearly load-balanced data-routing paths via
minimum hops as the bipartite perfect matching problem.
Finally, we present a distributed heuristic algorithm that
computes the data gathering tree based on the hop-count
information of neighborhood only. Extensive simulation

studies show that the proposed strategy ensures cover-
age with load balance, routing packets via minimum hop
paths that results significant enhancement in network
lifetime. Also, it shows that the huge enhancement in
lifetime overrides the increase in cost due to over de-
ployment. For an example, with 2.4 times increase in
the number of nodes compared to the uniform node
distribution-based strategy [4], the lifetime is enhanced
by 19 times.

The rest of the paper is organized as follows: Sec-
tion 2 presents some preliminaries, Section 3 explains
the coverage constrained node distribution strategy. The
load-balanced data gathering procedure is proposed in
Section 4. Section 5 includes the probabilistic coverage
analysis and Section 6 describes the proposed distributed
algorithm. Section 7 presents the simulation results and
Section 8 concludes the paper.

2 PRELIMINARIES

We consider a WSN consisting of a set of n homogeneous
static sensor nodes with fixed transmission range T and
sensing range S, distributed over a 2-D region under
consideration. Though in some works, authors assume
that nodes have transmission power control ability de-
pending on the distance of the receiver, but estimating
the distance and hence to control the power, increases
the node complexity and is not practical.

Definition 1. Given a WSN with a set of n sensor nodes
V = {1, 2, .., n} and a sink node (n + 1), distributed over a
2-D region, the network topology is represented by a graph
G(V,E), where E = {(i, j)|i, j ∈ V }, if the distance between
nodes i and j, d(i, j) ≤ T , the transmission range. G(V,E)
is defined as the topology graph of the given WSN.

Remark 1. The links in G(V,E) are assumed to be bidirec-
tional so that G(V,E) is an undirected graph.

Definition 2. In G(V,E) the number of hops along the
shortest path from any node i to the sink node (n + 1) is
termed as the hop-count of node i.

Definition 3. The set of nodes Xi ⊆ V is called the 1-
hop neighbors of node i, if in G(V,E), each node j ∈ Xi

is adjacent to node i.

Definition 4. The operational lifetime of the sensor network
is defined to be the maximum time duration during which all
nodes in the network are alive, i.e. the time until the first node
dies [9].

2.1 Energy Model
Each sensor node starts with an initial energy E that
is depleted at each time the node transmits or receives.
Following the same model as proposed in earlier works
[36], [1], [25], [5], [7], [2], [17], we assume that sensing
and computing require negligible amount of energy,
and can be ignored. For example, Mica2 motes [41] in
a cluster use only 6% of the total energy for sensing
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and computing takes even less energy depending on
the computation load. Also SENSEnuts [44] and DZ50
[45] are few recent motes that consume significantly less
power in sensing compared to that used for communica-
tion. Moreover, these two parts of energy consumption
will remain invariant for a specific problem solution. So,
for load balance across nodes, we take into account the
energy consumption due to data communication only.

We assume the simple First Order Radio Model [19],
where the energy consumed by a sensor node in receiv-
ing an l-bit packet is

Rx = εelec.l,

and the energy consumed to transmit an l-bit packet
is

Tx = Rx + εamp.l.T
α.

Here εelec is the energy required by the transmitter
or receiver circuit and εamp is that for the transmitter
amplifier to transmit a single bit and T is the transmis-
sion radius of a node and α is the path-loss component,
2 ≤ α ≤ 6.

In our model, we assume that all sensor nodes are
homogeneous with a fixed transmission radius T and
also the packet length l is constant. Hence, per packet
transmission, each node consumes the same amount of
energy.

This energy model clearly shows that for sensor nodes,
transmission is the most expensive operation in terms of
energy. Hence to conserve energy the number of packet
transmissions per node is to be optimized.

2.2 Data Originators and Routers

In our proposed scheme, a node may act either as a data
originator, or as a router, as defined below.

Definition 5. A data originator node senses data and for-
wards it towards the sink node, at a fixed time interval
(Tround), termed here as a round. Whereas a router node only
forwards others’ packets when it receives one.

Definition 6. A cycle consists of m number of rounds i.e.
Tcycle = m.Tround, and Tcycle >> Tround, where m is an
integer.

It is assumed that at the beginning of each cycle, a set
of data originators is selected afresh that covers the given
area. The rest of the nodes are free to act as routers, if
required. Hence, in successive cycles, a node may change
its role. This, in turn, helps to achieve better load balance
as has been explained later.

2.3 Traffic Model and Load

This paper adopts a slightly modified version of the
continuous traffic model, where instead of each node, only
the data originator nodes generate a single data packet in

a round. Under this traffic model, during the data gather-
ing process, the minimum load (in terms of energy) of a
data originator node is only Tx, if it just transmits its own
packet in each round. On the contrary, the minimum
possible load on a router node is (Rx + Tx) when it
receives exactly one packet per round and forwards it
to another router towards the sink.

If this strategy can be followed for data gathering, the
load will be minimum and nearly balanced on all nodes,
resulting a nearly balanced energy depletion across the
nodes. It also clarifies that role change in successive
cycles will improve the load balance further.

2.4 Minimum-Hop Path
In our proposed strategy of routing, not only the load on
each node is kept minimum, but also packets are always
forwarded via minimum-hop path. So far, routing tech-
niques for load balance, mostly assume packet forward-
ing via non-optimal paths, either by longer distances,
or by hop-stretches. Here, to achieve ultimate energy-
efficiency, load balance is maintained by routing packets
via minimum-hop paths. It is important to note that,
minimum-hop paths not only helps to minimize delay,
it also minimizes the number of packet relays, hence
the total number of communications to deliver a packet
from the data originator to the sink. Essentially, this keeps
the total volume of network traffic minimum which is
finally distributed uniformly across the nodes to result
prolonged network lifetime.

3 COVERAGE CONSTRAINED NODE DISTRI-
BUTION (CCND)
Firstly, let us consider a circular deployment region with
the sink node at the center, the area being divided into
say, P number of coronas C1, C2, . . . , CP−1, CP , each
with width R ≤ T , as shown in Fig. 1. The corresponding
topology graph is constructed assuming homogeneous
nodes with fixed transmission range T , as shown in Fig.
2. Nodes are deployed over the area such that the data
originator nodes, exactly cover the area, and along with
the router nodes, create the load balanced data gathering
paths.

Let NG
P denote the number of data originator nodes in

the outer-most corona CP , which is sufficient to cover
the corona CP . The area covered by a sensor node is
modeled as a disc of radius S, centered at the node
itself [22]. In each round, each data originator node in CP
senses the environment and generates a data packet that
is forwarded to a unique router node in the next adjacent
corona CP−1 towards the sink, to follow minimum hop
path.

Now, the area of the corona CP is:

π(PR)2 − π((P − 1)R)2 = πR2(2P − 1).

Hence, NG
P nodes are deployed in the area πR2(2P − 1).

The area of corona CP−1 is:

π((P − 1)R)2 − π((P − 2)R)2 = πR2(2P − 3).
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Fig. 1: Sink-centric coronas with non-uniform node distribution (P=3)

Fig. 2: The topology graph G(V, E) for the node deployment of Fig. 1

So, the proportionate number of data originators required
to cover corona CP−1 is:

NG
P−1 = NG

P

(2P − 3)

(2P − 1)
. (1)

In fact, NG
P−1 is less than NG

P as 2P−3
2P−1 ≤ 1 for any P ≥ 2.

Asymptotically, 2P−3
2P−1 tends to 1.

Now, in corona CP−1, NG
P−1 data originator nodes will

be deployed to cover the corona CP−1. In addition, to
forward NG

P packets, generated in CP , NG
P routers are

distributed in CP−1 such that each router receives just
a single packet from a node in CP and forwards it to a
unique router in CP−2 to keep the load of each individual
router node minimum, i.e., (Rx + Tx) only. Hence, total
number of nodes in CP−1 including both data originator

nodes and router nodes is:

NP−1 = NG
P−1 +NG

P .

For any corona CK , 1 ≤ K ≤ P , the total number of
nodes including NG

K data originator nodes to cover CK
and the router nodes to forward just a single packet each
to keep the load minimum is given by:

NK =
P∑
i=K

NG
i =

NG
P

2P − 1
(P 2 − (K − 1)2). (2)

The total number of data originator nodes across all
the coronas which just transmits one packet per round
generated by itself is:

NG =
P∑
i=1

NG
i = NP

P 2

(2P − 1)
, P ≥ 1, (3)

where NP = NG
P is the number of nodes in the outer-

most corona CP .
Total number of router nodes forwarding just one

packet per round is:

NR = NP
P (P − 1)(4P + 1)

6(2P − 1)
. (4)

Total number of nodes deployed across all the coronas
is:

N = NP
P (P + 1)(4P − 1)

6(2P − 1)
. (5)

Fig. 3 shows the variation of the number of router and
the data originator nodes varying the number of coronas
in a network. It is clear that as the number of coronas
increases, the percentage of router nodes grows rapidly
and the percentage of data originator nodes becomes in-
significant. Less number of data originator nodes restricts
the number of packets generated in the network and
hence enhances the network lifetime significantly. Also,
it is evident that networks with more coronas will be
better load-balanced.

4 LOAD BALANCED DATA GATHERING

In this section, we propose the node distribution strategy
CCND by considering both deterministic and random
placement of nodes.

4.1 Deterministic Node Distribution
As described in Section 3, if NK nodes are placed de-
terministically in corona CK as given by equation (2),
1 ≤ K ≤ P , such that NG

K number of data originator
nodes cover corona CK , and each node in corona CK can
find a unique router node in corona CK−1, 2 ≤ K ≤ P
to forward its packet, the load balanced data gather-
ing problem becomes trivial. It is obvious that by this
strategy the energy consumption of each router node is
(Tx +Rx) and that of each data originator is only Tx and
packets always follow the minimum hop paths to reach
the sink without any hop-stretch as shown in Fig. 4.
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Fig. 4: A nearly load-balanced routing tree for G(V,E) (Fig. 2) in ideal case

It is to be noted that in large networks, since the total
number of data originator nodes is much less than the
total number of router nodes, as it is evident from Fig. 3,
the network is nearly load-balanced. Moreover, by our
proposed strategy, discussed in the following subsection,
a node will change its role in successive cycles, i.e.,
a node acting as a data originator in one cycle, may
operate as a router node in the next cycle. Hence the
load balancing is improved further resulting enhanced
lifetime.

However, in case of random node distribution in
each corona, it is not sure whether such a nearly load-
balanced data gathering tree really exists or not.

4.2 Random Node Distribution
In this case, it is assumed that in each corona CK , 1 ≤
K ≤ P , NK number of nodes are deployed following a
uniform random distribution.

4.2.1 Selection of Data Originators
Since in WSN, the area is generally over deployed, lot
of research has been reported to select a subset of nodes

sufficient to cover the area. In this paper, we assume that,
following some coverage algorithm [21], [43], K disjoint
connected subsets of nodes are selected such that each
subset ensures coverage. For example, in [21], a number
of leader nodes are selected randomly. Each leader node
initiates to grow a cover around it. At each iteration,
all the nodes of a cover select a 1-hop neighbor that
maximizes the coverage and forwards the information
to the leader. Among all these nodes leader selects the
one resulting maximum coverage and broadcasts it. Each
leader terminates when its partition results the required
coverage, or no connected neighbor of the partition is left
to be included. Finally successful leaders forward their
partitions to the sink.

The selected subsets represent the set of data origina-
tors. At each cycle, one subset will be activated in a round
robin schedule. Nodes other than the data originators may
act as router nodes, whenever required. Once, the set of
data originator nodes is identified, each node knows its
role in that cycle, and they generate the nearly load-
balanced data gathering tree for that cycle as has been
described below.

4.2.2 Selection of Routers

From the outermost corona CP , each data originator will
select a unique router node in corona CP−1. Next each
node either a data originator or a router in corona CK
will select a unique router in corona CK−1, 2 ≤ K ≤ P ,
terminating the process at the sink node. The problem
can be formulated from the graph theoretic point of view
as the maximum matching problem in Bipartite graphs.

For deterministic node deployment, it is a case of
perfect matching where for every node in CK , there exists
a unique router node in CK−1. Here it is guaranteed
that each data packet generated by a data originator will
successfully reach the sink via unique router nodes in
successive coronas keeping the network nearly load-
balanced.

For random non-uniform node distribution, it is not
guaranteed that perfect matching will always exist. By
the maximum matching algorithm, if a node in a corona
CK fails to find a match in corona CK−1, its packet is to
be dropped that may cause some region of the area to
remain uncovered.

The next section presents a probabilistic coverage
analysis in terms of packet dropping for the proposed
coverage constrained non-uniform node distribution.

5 PROBABILISTIC COVERAGE ANALYSIS

For the probabilistic coverage analysis with random
CCND, to simplify the mathematical expressions, the
corona width is assumed to be R = 2

3T , where T is
the transmission range. However, it can be generalized
easily for any R ≤ T . Also, it is assumed that both data
originators and routers follow random uniform distribu-
tion within each corona.
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5.1 Packet Dropping Probability
Given the non-uniform node distribution strategy fol-
lowing CCND, to guarantee a very low probability of
packet dropping to ensure coverage, bipartite graphs are
constructed with NK nodes of corona CK in one partition
and the NK router nodes of corona CK−1 in another, for
2 ≤ K ≤ P . Given a high probability for the existence
of perfect matching for each successive corona pairs, a
lower bound is established for NP , and hence for the
total number of nodes. Here, we apply a well-known
result of Erdos et al [23] for perfect matching in random
bipartite graphs as given below:

Result 1. For a random bipartite graph Bn,m, with n + n
vertices and m = n(ln n+ cn) random edges,
lim
n→∞

Pr(Bn,m has a perfect matching)

=


0, if cn → −∞,
e−2e

−c

, if cn → c,
1, if cn →∞.

Here cn = c+ 1
no(n) and c is an arbitrary real constant.

Given a random uniform distribution of nodes follow-
ing CCND over a 2-D region divided in coronas as has
been explained in Section 3, it is evident that the bipartite
graphs between two successive coronas are basically
subgraphs of Random Geometric Graphs following a Unit
Disc Graph model, assuming the transmission range to be
unity. Hence these bipartite graphs may be considered
as a subset of random bipartite graphs, and the result
of Erdos can be applied to this case. However, this is
the most generalized version. The lower bound can be
improved further in case a better graph model can be
identified for its representation.

5.2 Lower Bound on Number of Nodes
Let us consider a WSN with P number of coronas. At the
outer-most corona CP , there are NP number of nodes,
all are data originator nodes which is sufficient to cover
the corona. According to CCND, in corona CP−1, there
are NP router nodes and proportionate number of data
originator nodes to cover CP−1.

Now, at every round, any node i in corona CP , gen-
erates a single packet and forwards it to one of its 1-
hop neighbor routers in corona CP−1. For average case
analysis, let us consider a node i at distance (P − 0.5)R
from the sink node. The 1-hop neighbors of node i lie
within the area AP−1 in corona CP−1, as shown in Fig.
5, for P = 4.

Now, given two circles of radii r and r′ respectively
with centers at a distance d, from simple geometry, the
area of intersection A is given by:

A = r′2cos−1
d2 + r′2 − r2

2dr′
+ r2cos−1

d2 + r2 − r′2

2dr
− α (6)

where

α =
1

2

√
(−d+ r′ + r)(d+ r′ − r)(d− r′ + r)(d+ r′ + r).

(7)

Hence,
AP−1 = DP−1R

2, (8)

where

DP−1 =
9

4
cos−1θp + (P − 1)2cos−1θ′p −

√
2P 2 − 3P . (9)

Here
θp =

2P + 3

6P − 3
(10)

and
θ′p =

2P 2 − 3P − 1

2P 2 − 3P + 1
. (11)

With uniform random distribution, the number of
router nodes within the area AP−1 is,

DP−1NP
(2P − 3)π

.

Similarly, any node j of corona CP−1, can receive
packets from its 1-hop neighbors in corona CP . All the
1-hop neighbors of node j can lie within the area BP of
corona CP , as shown in Fig. 5 for P = 4. From equation
(6), BP = EP−1R

2, where

EP−1 =
9π

4
− (

9

4
)cos−1βp − (P − 1)2cos−1β′p + γ. (12)

Here
βp =

7− 2P

6P − 9
, (13)

β′p =
2P 2 − 5P + 1

2P 2 − 5P + 3
(14)

and
γ = R2

√
2P 2 − 5P + 2. (15)

Hence, total number of nodes within area BP is,

EP−1NP
(2P − 1)π

.

Therefore, number of edges between the data originator
nodes in corona CP and the router nodes in corona
CP−1 is given by :

mP = (
DP−1

(2P − 3)π
+

EP−1
(2P − 1)π

)
NP

2

2
= JP−1

NP
2

2
, (16)

where JP−1 is a constant, for a given P .
Now, with NP nodes in corona CP and the same

number of router nodes in corona CP−1, a bipartite graph
BNP ,mP

is generated, which is a subgraph of the original
topology graph G(V,E). For random uniform distribution
of nodes, since G(V,E) is a Random Geometric Graph, it
is evident that the bipartite graphs BNK ,mK

, P ≥ K ≥ 2
belong to the set of all possible random graphs. Hence
from [23], a lower bound on the probability of finding
a perfect matching in BNK ,mK

can be found. Here, the
objective is to find the value of NP such that

PP−1 = Pr(BNP ,mP
has a perfect matching) (17)

is almost unity.
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Fig. 5: Nodes in adjacent coronas C4 and C3 and the areas within transmission
range

For an instance, let us assume that PP−1 = 0.9999.
From the result of [23] by solving the equations

mP = n(ln n+ c), (18)

and
e−2e

−c

= 0.9999, (19)

the number of data originator nodes in the outer-most
corona CP can be obtained for any P . Thus, the number
of data originator nodes required in the outer-most corona
CP to ensure that there exists a perfect matching between
the data originator nodes in corona CP and the router
nodes in corona CP−1 with probability 0.9999 can be
found.

Similarly, all nodes in corona CP−1 will forward their
packets to their 1-hop neighbor routers in corona CP−2 and
a bipartite graph BNP−1,mP−1

is generated, where NP−1
is the number of nodes in corona CP−1 and mP−1 is the
number of edges between the nodes in corona CP−1 and
router nodes in corona CP−2. Now, keeping NP fixed, the
bipartite graph BNP−1,mP−1

will have a perfect matching
with probability, say PP−2.

Finally the probability that a packet from the outer-
most corona CP will reach the sink is

PP
S = PP−1.PP−2.....P2.P1. (20)

Therefore, depending on the number of coronas P
the probabilities for successful packet forwarding in
successive coronas are to be determined to achieve a high
probability of PP

S . However, it should be noted that as
the number of nodes increases in coronas towards the
sink, P1 ≥ P2 ≥ P3 ≥ ... ≥ PP−1. Therefore, it is evident
that the probability of successful packet delivery at the
sink will be the worst for the packets generated in the
outermost corona. Hence it is sufficient to decide on NP
based on the value of PP

S only.
The variation of successful packet delivery probability

PP
S with the number of nodes at the outer-most corona is

depicted numerically in Fig. 6. It shows that with more
coronas, to achieve the same probability of successful
packet delivery more nodes are to be deployed which
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Fig. 7: Variation of NP for different successful packet delivery probability

is expected. Also, it is true from coverage criterion as
well. Fig. 7 shows the variation of NP for different
successful packet delivery probability PP

S . This lower
bound guarantees the load balanced data gathering with
a specified packet dropping probability.

5.3 An Example with P = 4

Let us consider a WSN having four coronas only. At the
outer-most corona C4, there are n number of nodes, all
are data originator nodes and in corona C3, there are n
router nodes. Now, at every round, any node i in corona
C4, will generate a single packet and forward it to a
unique 1-hop neighbor router in corona C3. All the routers
in corona C3 within the area A3, as shown in Fig. 5 are
the possible candidates.

Using simple trigonometrical calculation, we can com-
pute the area A3 as

A3 = D3R
2 (21)

where,

D3 =
9

4
cos−1(

11

21
) + 9cos−1(

19

21
)− 2

√
5. (22)

Now, total number of router nodes in A3

= D3R
2 n

5πR2
=
nD3

5π
.
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Again, any node j at corona C3, can receive packets from
its 1-hop neighbors in corona C4. All the 1-hop neighbors
of node j can reside within the area B4 of corona C4 as
shown in Fig. 5. We can compute B4 = E3R

2 where,

E3 =
9π

4
− (

9

4
)cos−1(− 1

15
)− 9cos−1(

13

15
) +
√
14. (23)

Hence, total number of nodes in area B4

= E3R
2 n

7πR2
=
nE3

7π
.

Therefore, on an average, the number of edges
between the data originator nodes in corona C4 and the
router nodes in corona C3 is:

m4 =
nD3

5π × n+ nE3

7π × n
2

= J3
n2

2
(24)

where
J3 =

D3

5π
+
E3

7π
. (25)

To achieve a successful packet delivery probability, say
P3 = 0.99, applying the result of [23], the value of N4 = n
can be found out.
Given

P3 = Pr(BN4,m4 has a perfect matching) = 0.99, (26)

we solve
m4 = n(ln n+ c) (27)

and
e−2e

−c

= 0.99, (28)

that results

n = 89. (29)

Thus, the number of data originator nodes required
in the outer-most corona C4 is n = 89 to ensure that
there exists a perfect matching between the data originator
nodes in corona C4 and the router nodes in corona C3

with probability 0.99.
Similarly, each node of corona C3 will forward a single

packet to one of its 1-hop neighbor routers in corona C2

and a bipartite graph BN3,m3 is generated, where N3 is
the number of nodes in corona C3 and m3 is the number
of edges between the data originator nodes in corona C3

and the router nodes in corona C2. Note that the values
of N3 and m3 are calculated with n = 89. Our objective
is to find c′ such that the equation

m2 = N3(ln N3 + c′) (30)

is satisfied. The probability that the bipartite graph
BN3,m3 will have a perfect matching can be computed
as

e−2e
−c′

.

For this example this value is found to be P2 = 0.9999.
Again, between corona C2 and corona C1 the perfect

matching probability becomes P1 ≈ 1, with n = 89.

Hence, the probability that a packet from the outer-
most corona C4 will reach the sink is

P4
S = P3.P2.P1 = 0.99∗0.9999∗1 = 0.9899. (31)

Therefore, the probability of packet dropping is

1− P4
S ≈ 0.0101 (32)

only.
It is obvious that for packets generated at any other

corona CK , 2 ≤ K ≤ P , the packet dropping probability
will be lower.

5.4 Combined Effect of Coverage and Load Balanc-
ing
In Section 3, assuming that NG

P number of nodes are
sufficient to cover the outermost corona, the expression
for total number of nodes N is derived (eqn. (5)) that
is necessary for load balancing and coverage. In case
of deterministic node deployment, this number is suf-
ficient for load balanced routing without packet drop
and therefore it ensures coverage as well. However, for
random node deployment within each corona, in this
section, a lower bound is established on the number
of nodes n in the outermost corona CP to achieve a
given probability of successful packet delivery. Hence,
finally, with random node deployment in each corona,
to satisfy both coverage and load balancing the number
of nodes to be deployed in the outermost corona is
NP = max{NG

P , n}.
It is to be noted that NG

P is determined by the pa-
rameter S, the sensing range, whereas n is governed
by the number of edges existing across the nodes in
successive coronas, i.e., by the transmission range T .
In literature, many results have been published so far
assuming S = T . But it is not at all a very realistic
assumption. Depending on the type of the application,
the sensing range may vary widely, whereas the com-
mercial wireless cards used for communication operates
within a specific range of transmission. As for example,
the CISCO IEEE 802.11a wireless card when transmits
with full power may cover a transmission range of up
to 300 m in outdoor. Whereas for sensors like motion
detector the sensing range is about 10-15 m only. In
most practical cases, T >> S, and coverage with random
deployment will impose much higher lower bound on
the number of nodes in the outermost corona than that
imposed by load balancing criterion, i.e., NG

P >> n.
Since, coverage is an essential condition for any WSN,

one significant merit of the proposed strategy of load
balancing is that in most of the cases, it does not need
additional nodes to achieve an acceptable probability of
packet delivery.

5.5 For Square Regions and Arbitrary Sink Positions
So far, for the ease of analysis, the deployment region has
been assumed to be circular with the sink node at the
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Fig. 8: Non-uniform node distribution in square deployment region with sink at
a corner (P = 5)

center. However, the analysis can be easily extended to
any regular shaped deployment region with an arbitrary
location of the sink node. Fig. 8 shows a square deploy-
ment region with the sink node at a corner. Knowing the
node density sufficient to cover an area, computation of
the area of each corona within the deployment region can
easily give an estimate on the number of data originator
nodes. So for deterministic node deployment, it is easy to
find out the number of nodes to be placed in each corona.
However, for random node deployment, the calculations
for average case analysis may be a bit complicated, but
tractable.

6 DISTRIBUTED ALGORITHM FOR DATA
GATHERING

In this section, we present a distributed greedy heuristic
to construct the load balanced data gathering tree rooted
at the sink node.

6.1 Next-Node-Selection Algorithm
Given that NK nodes are randomly distributed over a
corona CK , 1 ≤ K ≤ P , the nodes know their roles in
a particular cycle. Each individual node in corona Ci,
having a data packet, attempts to select a unique router
node in corona Ci−1, 2 ≤ i ≤ P to create the load-
balanced routing tree as explained above. To make the
algorithm feasible without the knowledge of the physical
positions of the individual nodes in terms of corona, the
proposed algorithm is based on the hop-count of a node.
During the initialization of the network, it is assumed
that each sensor node individually discovers its 1-hop
neighbors and also finds the hop-counts of itself and its 1-
hop neighbors. With this information, each node with hop-
count h, maintains an Option list for its router neighbors
with hop-count (h−1) that stores the pair {node-id, number

of children}. A node can select its next node to forward
its data, when all of its neighbors with higher hop-count
have completed their next node selection procedure. In its
turn, a node i selects a single node from its Option list
having minimum number of children. If there is a tie,
the node with minimum number of higher hop-count
neighbors yet to complete their next node selection is
chosen. Finally, nodes with hop-count equal to 1 select the
sink as their next node when the procedure terminates.

In the next phase i.e. the data gathering phase, nodes
follow this data gathering tree generated by the Next-
Node-Selection procedure and forward their packets to
the next nodes. If more than one node select the same
next-node, in each round, a single packet is forwarded
dropping the others in a round robin fashion. Hence,
in each round, each node other than the data originator
nodes, receives at most one packet and also transmits at
most one packet. Thus it ensures a nearly load balanced
data gathering at the same time the dropping of extra
packets in round robin fashion guarantees that no area
is left uncovered, if any, for a long time.

Algorithm 1: Next-Node-Selection Algorithm
Input: hi, S(hi + 1), S(hi − 1)
Output: next-node(i)
for each node i do

Option← φ;
Qi ← 0;
L(i)← φ;
count(i)← |S(hi + 1)|;
if S(hi + 1) = φ then

if hi > 1 then
broadcasts REQ msg;

else
broadcasts SELECTED msg with next-node(i)=sink;

if receives REQ(j) msg from j ∈ S(hi + 1) then
sends REPLY(Qi, count(i)) msg to j;

if receives REPLY msg from all j ∈ S(hi-1) then
Option← Option ∪ {j,Qj};
Selects next-node(i)=k from Option with minimum (Qk), in case
of tie with minimum count(k));
Broadcasts SELECTED msg with next-node(i);

if receives SELECTED msg from j ∈ S(hi + 1) then
if hj = (hi + 1) then

S(hi + 1)← S(hi + 1) \ j;
count(i) = count(i)− 1;

if i= next-node(j) then
Qi ← Qi + 1;
L(i)← L(i) ∪ j;

if sink receives SELECTED msg from all of its 1-hop neighbors then
sink broadcasts TERMINATE msg;

The symbols, used in Algorithm 1 are listed in Table
1.

6.2 Correctness Proof and Complexity
Theorem 1. The Next-Node-Selection procedure always re-
sults a tree rooted at the sink node and finally terminates.

Proof. Given a random node distribution of NK nodes
within corona CK with a predefined set of data origi-
nator nodes, 1 ≤ K ≤ P , the nodes with highest hop-
count hmax among its neighbors will start the Next-Node-
Selection procedure. An intermediate node is allowed to
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TABLE 1: Symbols used in Algorithm 1

Symbol Definition
hi hop-count of node i
next-node(i) Selected router node for node i
S(hi + 1) Set of neighbors of node i with hop-count (hi + 1)
S(hi − 1) Set of router neighbors of node i with hop-count (hi − 1)
count(i) Number of neighbors in S(hi + 1) yet to select next node
Qi Number of nodes, that forwards their packets to node i
L(i) Queue of nodes, whose packets are to be forwarded by node i
Option {(j,Qj)}, ∀j ∈ S(hi − 1)

select a single next node, only when all its neighbors with
higher hop-counts have finished the process. Hence it is
evident that there will be no loop since the paths always
are directed from a node at hop h to a node at hop (h−1).

In each step, a node with hop-count h > 1, always
selects the next node from its neighbors at lower hop-
count which always exist(s). Finally, when all nodes
with hop-count = 1, complete the procedure then the
sink node terminates the process. Therefore it is evident
that the Next-Node-Selection procedure always results a
tree rooted at the sink node and finally terminates.

Message Complexity : During the procedure, each
node, in its turn, broadcasts one request message (REQ)
to its neighbors for next node selection. Also, in response
to each request message of its neighbors at higher
hop, a node replies (REPLY). Therefore, the message
complexity per node is O(δ), where δ is the maximum
node degree.

Computation Complexity : It is evident that the
procedure terminates in O(hmax) rounds, where hmax is
the maximum hop-count in the network. In each round,
in the worst case, a node may have O(δ) computation.
Hence the total complexity is O(hmaxδ). Here it is
assumed that collision free message communication is
guaranteed by the MAC layer.

7 PERFORMANCE EVALUATION

In this section, for performance evaluation of the pro-
posed distributed algorithm Next-Node-Selection, exten-
sive simulation studies have been done by C/C++ pro-
gramming on randomly generated connected topology
graphs with random uniform distribution of NK nodes
within each corona CK , 1 ≤ K ≤ P , following CCND. To
compare the performance, we have chosen the q-switch
[17] and LBR [27] algorithms which follow non-uniform
node distribution, and the algorithms proposed in [4]
and [43] that consider uniform node distribution. The
values of the default simulation parameters are the same
as in [17] and presented in Table 2. In all graphs, points
represent average values with 95 percent of confidence
from 100 different topologies.

Total Number of Nodes Deployed : Fig. 9 shows
the comparison of total number of nodes deployed
following uniform node density [4], [43], (node density
is the same as in the outermost corona CP ), non-uniform
distribution of [17] and [27], and the proposed strategy

TABLE 2: Simulation Parameters

Parameter Value
Transmission radius (T ) 12 - 120 (m)
Sensing radius (S) 8 (m)
Corona width (R) 8 - 80 (m)
Sensor field Circular
Initial energy of a node (E) 0.1 (Joules)
Packet length (l) 400 (bits)
εelec 50 (nJ/bit)
εamp 0.0013 (pJ/bit/m4)
Path-loss component (α) 4
Total number of coronas (P) 2-7
Number of nodes in outer-most corona (NP ) 60 - 220
Cycle (Tcycle) 10 rounds
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Fig. 10: Comparison of total number of packets generated (NP = 60)

CCND (equation (5)) respectively. It is evident that,
CCND requires more nodes compared to uniform
strategies. But in case of non-uniform distribution of
[17], total number of nodes increases more rapidly with
number of coronas. As an example, for a network with
P = 5, total number of nodes in CCND is reduced by
almost 34% of that required by the non-uniform node
distribution of [17].

Total Number of Packets Generated : Fig. 10 shows the
comparison of total network traffic in terms of number
of packets generated in the network. It shows that as
P increases, the difference in network traffic for these
cases grows rapidly. For example, with P = 5, the
number of data packets generated in [17] is more than
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Fig. 13: Comparison of packet drop (P = 3)

5.7 times of that in CCND. It is evident that this will
save huge energy and will enhance the network lifetime
manifold.

Residual Energy Distribution : Considering a square
deployment region of 44 m × 44 m and corona width
(R)= 8 m, with deterministic node distribution of NK
nodes within corona CK , 1 ≤ K ≤ P , Fig. 11 shows
the distribution of residual energy of nodes after 1249
rounds of operation with a fixed set of data originators.
The two distinct energy levels of Fig. 11 represent the
residual energy levels of a data originator (higher energy
level) and that of a router (lower energy level).

For random uniform distribution of nodes within coro-
nas, to identify the set of data originators, the algorithm
of [21] is executed to achieve the disjoint sets of data
originators to cover the area, one set is made active
in a cycle. Fig. 12 shows the residual energy of nodes
after the same number of rounds as in Fig. 11 using two
partitions for coverage. It achieves better load balance.
Also, it is to be noted that most of the nodes have
more residual energy in the later case indicating longer
lifetime of the network. Moreover, due to the presence
of multiple partitions, the network remains alive till at
least one partition is operational.

Packet dropping percentage : Simulation studies also
compare the number of packet drops. In Fig. 13,
comparison of packet drop is shown for CCND from
both simulation (CCND(sim)) and theoretical analysis
(CCND(th)), with [27], varying NP from 60 to 220. It
shows that CCND performs better compared to [27]. It
is to be noted that as the other strategies [4], [43], [17]
do not permit packet drops, they are not considered here.

Remark 2. Note that CCND(th) is reported based on Result
1, which is an asymptotic result. It is straightforward to
estimate the actual probability pn when n is finite. For that, we
generate sufficiently large number of random bipartite graphs
Bn,m and check how many of them contain a perfect matching
by using Ford-Fulkerson algorithm for maximum flow [42]. If
t out of T random bipartite graphs contain a perfect matching,
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Fig. 14: Comparison of lifetime (P=3)

t
T gives a fair estimate of pn. For the range of n considered
here 60 ≤ n ≤ 220 , the difference between the theoretical
probability and the probability obtained by simulation varies
from 0.004 to 0.007 i.e. of the order of 10−3 only.

Network lifetime : Fig. 14 shows the comparison of
lifetime of a network resulted by the proposed routing
algorithm and the other three corona-based approaches
presented in [27], [17] and [4], whereas Fig. 15 shows the
comparison with [43], which is not corona-based.

It has been found that the proposed algorithm en-
hances the lifetime almost by 2-3 times over that of
[27] and [17]. This improvement, in fact, is achieved by
keeping the number of packets generated in the network
limited just to satisfy the coverage constraint only. It has
also been found that the proposed algorithm enhances
the lifetime almost by 10 times over that of the routing
algorithm [4]. Here, the transmission radius of a node
is 120m, area radius is 240m and corona-width (R) is
80m. In the algorithm of [4] with uniform distribution,
the transmission radius (short-range) is taken as 120m,
transmission radius (long-range) will vary depending on
the nodes’ distance from the sink. The total number of
nodes is the same as the total number of data originators
in CCND.

Fig. 15 shows the comparison of lifetime resulted by
the proposed routing algorithm, and the algorithm of
[43]. Since the node distribution followed in [43] is not
corona-based, we compare the lifetime against the total
number of nodes instead of the number of nodes in the
outer-most corona as has been shown in Fig. 14. It has
been found that the proposed algorithm enhances the
lifetime almost by 2.5 times.

Cost efficiency : Cost efficiency is measured here as the
ratio of lifetime and the number of nodes deployed. It
measures how much improvement in lifetime is achieved
with respect to cost compared with other approaches. It
is defined as :

Ce =
L/Lref
N/Nref

,

where L is the lifetime of CCND, Lref and Nref are the
lifetime and number of nodes respectively in some exist-



2332-7766 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMSCS.2017.2672553, IEEE
Transactions on Multi-Scale Computing Systems

12

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96 10
1

10
6

11
1

11
6

12
1

12
6

13
1

13
6

14
1

14
6

15
1

15
6

16
1

16
6

17
1

17
6

18
1

18
6

19
1

19
6

20
1

20
6

21
1

21
6

22
1

22
6

23
1

23
6

24
1

24
6

25
1

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

node-id

Re
se

du
a l 

En
er

gy
 (J

ou
les

)

Fig. 11: Residual energy distribution for deterministic node distribution with a fixed set of data originators (NP = 60, P = 3)
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Fig. 12: Residual energy distribution for random node distribution with 2 partitions (NP = 60, P = 3)

ing approach, with whom the cost-efficiency of CCND
is compared. Hence, cost-efficiency (Ce) > 1, means that
the improvement in lifetime in CCND overrides the cost
of over deployment. In Fig. 16, we have compared the
cost-efficiency of CCND with other existing approaches
[17], [27] (non-uniform node distributions) and [4] (uni-
form node distribution) and found that our scheme is
significantly better. As for example, with only 2.4 times
increase in the number of nodes, compared to [4] (Fig.
14), CCND enhances the lifetime almost by 19 times. So,
the cost-efficiency Ce is approximately 8. The simulation
results show that CCND improves the cost-efficiency by
a factor of 1.6 - 8 over other existing approaches. Hence
the proposed technique is not only energy-efficient but
cost-efficient as well.

8 CONCLUSION

In this paper, a novel non-uniform node distribution
strategy is proposed where the number of nodes grows
in coronas towards the sink to cope up with increased
load, in such a way that within each corona, data packets
are generated by a limited number of nodes sufficient to
cover the area, and some additional nodes simply act as
routers to make the nodes load-balanced. From proba-
bilistic average case analysis for random node distribu-
tion in each corona, lower bounds are established on the
number of nodes. Finally, with this non-uniform node
distribution, a distributed algorithm is proposed for
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Fig. 15: Comparison of lifetime (P=3)

constructing a load-balanced data gathering tree rooted
at the sink node to forward packets via minimum hops.
Analysis and simulation studies show that compared to
the earlier works with non-uniform node distribution,
the proposed scheme performs significantly better in
terms of total number of nodes, total network traffic,
load on individual nodes, and finally the lifetime of the
network. Most importantly, the proposed model results
a huge enhancement in network lifetime that significantly
overrides the increase in cost due to over-deployment.
For an example, compared with the uniform node dis-
tribution strategy [4], with 2.4 times increase in the
number of nodes, the lifetime is enhanced by 19 times.
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Fig. 16: Comparison of cost-efficiency (P = 3)

Thus the proposed scheme of over deployment of nodes
coupled with load balanced routing via minimum-hop
path, offers an elegant cost-effective solution to achieve
maximum possible network lifetime with guaranteed
coverage.
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