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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 12: Percentage of transferred flows within deadlines at
different time intervals.
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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 13: Percentage of transferred flows within deadlines at
different flow rates.
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(a) Different time intervals.
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(b) Different flow rates.

Fig. 11: Comparison of the total bandwidth cost between
EcoFlow-D and the optimal solution.

a large percentage of flows transmitted within the current
charging volume, so that the bandwidth cost during current
time interval will not further increase. We see that perfor-
mance of different methods with respect to average percent-
age of flows transmitted within the charging volume fol-
lows: EcoFlow-C>EcoFlow-D>JetWay>NetSticher>Direct.
In JetWay and Direct, if a large number of video transfer
requests arrive at a specific time interval, the videos will
be transmitted immediately. And these videos are likely to
result in high bandwidth usage at the time interval and
increase the charging volume. NetSticher performs trans-
missions of delay-tolerant videos only during off-peak time,
and the charging volume is likely to increase when a large
number of non-delay-tolerant videos are transmitted during
the peak hours. EcoFlow-C and EcoFlow-D aim to transfer
flows within the charging volume by postponing the trans-
mission of flows with late deadlines, thus yield the highest
percentage of flows transmitted within the charging volume.

Figure 10(a) and Figure 10(b) show the average percent-
age of flows transmitted within the charging volume at
different flow rates in PlanetLab and EC2, respectively. We
see that as more videos need to transfer between datacenters
hourly, smaller percentage of flows can be transmitted with-
in the charging volume, i.e., the charging volumes on all
links need to increase in order to accommodate higher flow
rates. This is due to the reason that increased bandwidth
is needed to transfer a large number of videos during
each time interval and thus likely to increase the charging
volume. As a result, a larger percentage of flows is likely to
be transmitted by increased charging volume on the links.
The relative performance of different methods mirrors that
in Figure 9(a) and Figure 9(b) due to the same reason.

It is also interesting to check how close EcoFlow-C can
achieve to the optimal. As we mentioned in Section 4.1,
EcoFlow’s bandwidth cost optimization problem is a convex
problem, which can be solved optimally if we have the glob-
al information of all traffic flows (including their starting
times, deadlines, and flow sizes) in the whole time span.
However, the global traffic information is hard to predict
at the beginning in reality. Hence, we conduct a simulation
based on offline data, where we assume the global traffic
information is known by the optimal approach. We create
a larger network with 30 data centers, run the simulation
for 20 times with Matlab [41], and take the average value
of the total bandwidth cost of both EcoFlow-C and optimal

solution. Figure 11(a) and Figure 11(b) compare the total
bandwidth cost of EcoFlow-C and the optimal solution at
different time slots and with different flow arrival rates,
respectively. The results depicted in both figures show that
the total bandwidth cost of EcoFlow-C is lightly higher than
the optimal solution, which is not surprising as EcoFlow-
C has to seek the local optimal in each period, and hence
generates slightly lower performance than the optimal.

Figure 12(a) and Figure 12(b) show the percentage of
video flows that are transferred within their deadlines
across different time intervals in PlanetLab and EC2, respec-
tively. Figure 13(a) and Figure 13(b) show the percentage
of video flows that are transferred within their deadlines at
different flow rates in PlanetLab and EC2, respectively. We
see that the result follows: JetWay>EcoFlow-C>EcoFlow-
D>Direct >NetSticher. NetSticher provides the least
percentage of transferred videos within the deadlines
due to the reason that it postpones the transmission of
delay-tolerant videos from peak hours to off-peak hours,
and if a link’s available bandwidth capacity during the
off-peak hours is not enough to transfer all waiting videos
postponed from peak hours, a number of videos are likely
to miss their transmission deadlines. Direct produces
a higher percentage of transferred videos within the
deadlines than NetSticher, due to the reason that a video
begins transmission whenever the transfer request arrives
at the source datacenter. EcoFlow and JetWay generate a
comparably high percentage of transferred videos within
the deadlines, as they both consider a video’s transmission
deadline when scheduling the video’s transmission and
aim to use the available bandwidth capacities from all links
to finish the video’s transmission before its deadline.

The average percentage of transferred flows within
deadlines in EcoFlow-C is only 0.67% lower than that in
Jetway; while the average percentage of transferred flows
within deadlines in EcoFlow-D is only 0.87% lower than
that in Jetway. This is due to link traffic volume prediction
being potentially less accurate in EcoFlow. If the predic-
tion is accurate, then EcoFlow will have the same results
on meeting deadlines as JetWay. JetWay sends out videos
immediately when the transmission requests arrive at the
source datacenter and it transmits videos using sufficient
bandwidth to guarantee that the videos are transmitted
before their deadlines. On the other hand, EcoFlow may
delay the transmission videos with late deadlines to avoid
increasing the links’ charging volumes. Because the link traf-
fic volume prediction may not be accurate, when the actual
traffic volume on a link is higher than the predicted traffic
volume, the bandwidth capacity is insufficient to transmit
all delayed videos and newly incoming videos, so some
videos cannot be sent within their deadlines. Thus, EcoFlow
generates a slightly higher percentage of transferred videos
within the deadlines than JetWay.

We also tested the scheduling latency of different meth-
ods. Figure 14(a) and Figure 14(b) show the scheduling
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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 14: Avg. scheduling latency at different time intervals.
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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 15: Average scheduling latency at different flow rates.
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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 16: Total bandwidth cost with different # of schedulers.
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(a) Results on PlanetLab.

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 7

# of schedulers

Sc
he

du
lin
g l
ate

nc
y (
s)

(b) Results on EC2.

Fig. 17: Avg. scheduling latency with different # of schedulers.

latency from the 0th to 16th hour of the charging period
in PlanetLab and EC2, respectively. Figure 15(a) and Figure
15(b) show the scheduling latency at the end of the 48 hour
charging period at different flow rates in PlanetLab and EC2,
respectively. We see that the scheduling latency is generally
shorter on EC2 than on PlanetLab. It is because there are
more datacenters on PlanetLab, so we need longer latency
to calculate the available bandwidth capacities of all links
and search alternating paths for indirect video flows when
scheduling video flows. As Direct transfers video without
scheduling, its scheduling latency is 0. We see that when
time evolves or when the flow rate increases, the scheduling
latency generally increases because the system needs to
schedule a larger number of video flows. We also see that
EcoFlow-D generates the highest scheduling latency (i.e.,
about 1.4 second latency). This is because each datacenter
has its own scheduler, and schedulers need to communicate
with each other in order to search alternating paths for
indirect flows. EcoFlow-C reduces the scheduling latency
of EcoFlow-D due to the reason that EcoFlow-D uses a
centralized scheduler to avoid the communication overhead
between different schedulers. JetWay generates a slightly
shorter scheduling latency than EcoFlow-C because it does
not delay the transmission of videos. NetSticher schedules
the videos by postponing the delay-tolerant videos to off-
peak hours, so its computation complexity is low and it gen-
erates shorter scheduling latency than JetWay. From these
figures, we see that the scheduling latency of EcoFlow-C and
EcoFlow-D is relatively short compared to the transmission
time of videos.

5.2 Evaluations of Using Different Num of Schedulers
In this experiment, we used different numbers of schedulers
to schedule video flows. Suppose there are y datacenters in
the system and we used x schedulers, then each scheduler is
responsible for scheduling video flows of by/xc or by/xc+1
data centers. Schedulers communicate with each other to
finish the scheduling operation using EcoFlow-D. When
there is only one scheduler in the system (i.e., centralized
scheduler), the scheduling system is an implementation of
EcoFlow-C; when the number of schedulers equals the num-
ber of datacenters, the scheduling system is an implementa-
tion of EcoFlow-D. Figure 16(a) and Figure 16(b) show the
total bandwidth cost with different number of schedulers in
PlanetLab and EC2, respectively. We see that as the number
of schedulers increases, the total bandwidth cost increases
gradually. This is due to the reason that the schedulers need

to communicate with each other to identify a reroute path
for IFs. When each scheduler is responsible for a smaller
number of datacenters, it is more difficult to gain a full
knowledge of all under-utilized links and less likely to find
an optimal alternative path for routing indirect flows.

Figure 17(a) and Figure 17(b) show the average schedul-
ing latency with different number of schedulers in Planet-
Lab and EC2, respectively. We see that the scheduling laten-
cy increases gradually as the number of schedulers increases
due to the higher communication overhead between the
schedulers that is required in order to find alternative paths
for indirect flows.

5.3 Performance with Scheduler Failures and Rate Lim-
iter Failures
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Fig. 18: Total bandwidth cost
with different numbers of
failed schedulers/rate limiters.

In EcoFlow-D, we propose
a distributed implementa-
tion of EcoFlow to deal
with the single point of
failure problem. When a
scheduler or the rate lim-
iter of a datacenter fails,
the video flows sent from
this datacenter are direct-
ly sent to their destination
datacenters without apply-
ing the scheduling algorith-
m. In this experiment, we
assume different numbers of schedulers or rate limiters fail
and plot the total bandwidth cost in Figure 18. We see
that when the number of failed schedulers or failed rate
limiters increases from 0 to 3, the total bandwidth cost
increases gradually. This is due to the reason that when a
larger number of video flows are sent without applying the
scheduling algorithm, they are likely to increase the links’
charging volumes. As a large number of correlated failures
are rare in datacenters and 95% of failures can be resolved
in 10 min [42], scheduler failures or rate limiter failures will
not significantly degrade the performance of our proposed
EcoFlow system.

5.4 Effectiveness of Setting Initial Charging Volume
In this section, we tested the performance of both EcoFlow-
C and EcoFlow-D when we set an initial charging volume
at the beginning of the charging period according to Section
4.5. We set ϕ in Equation (18) to a fixed value of 0.2, and
varied the value of φ from 0.2 to 0.8.
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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 19: Average scheduling latency in EcoFlow-C.
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(a) Results on PlanetLab.
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(b) Results on EC2.

Fig. 20: Total bandwidth cost in EcoFlow-C.
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(b) Results on EC2.

Fig. 21: Average scheduling latency in EcoFlow-D.
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(b) Results on EC2.

Fig. 22: Total bandwidth cost in EcoFlow-D

Since the purpose of setting an initial charging volume
is to reduce the scheduling latency during early time in-
tervals of a charging period, we first present the average
scheduling latency on all links. It is the time span from when
a scheduler receives a sending queue of videos on a link
until the time when the scheduler finished the scheduling
of these video and updating the schedule table. Figure 19(a)
and Figure 19(b) show the average scheduling latency of
EcoFlow-C from the 0th to the 16th hour of the charging
period in PlanetLab and EC2, respectively. We observe that
the scheduling latency is generally shorter on EC2 than on
PlanetLab because there are more datacenters on PlanetLab,
so EcoFlow-C needs longer latency to calculate the available
bandwidth capacities of all links and search alternating
paths for indirect video flows when scheduling video flows.
We also see that the scheduling latency gradually increases
with time. This is because when few videos are pending at
early time intervals, a large portion of videos can be trans-
mitted directly by using available capacities of direct links,
so the scheduling latency is short since the scheduler does
not need to search alternating paths for these videos. As
more video flows are transmitted in the network, available
bandwidth capacities of some links are used up and videos
on these links need to be split and rerouted to other links, so
the scheduler needs longer latency to update the scheduling
table. We also see that larger value of φ leads to shorter
scheduling latency. According to Equation (18), large value
of φ leads to large initial charging volume and high available
bandwidth capacities on the links. The scheduling latency
is short because most videos can be transmitted through
direct links. On the other hand, small value of φ leads to
longer scheduling latency as the scheduler needs to search
alternating paths for some videos that are not able to be
transmitted on direct links.

The negative effect of large value of φ is that it may lead
to underutilization of the initial charging volume, and the
bandwidth cost is not minimized at the end of the charging
period. To further evaluate the effect of initial charging
volume in bandwidth cost reduction, we then plot total
bandwidth cost at the end of the 48 hour charging period
in Figure 20(a) and Figure 20(b). We see that higher value
of φ generally leads to higher bandwidth cost due to the
reason that smaller charging volume may be adequate in
transmitting all video flows. Therefore, it is important to
determine an appropriate initial charging volume to reduce
scheduling latency while constraining bandwidth cost.

We then evaluate the effectiveness of setting initial charg-
ing volume in EcoFlow-D. Figure 21(a) and Figure 21(b)
show the average scheduling latency of EcoFlow-D from
the 0th to 16th hour of the charging period in PlanetLab
and EC2, respectively. Compared to Figure 19(a) and Figure
19(b), we observe that EcoFlow-D generates higher schedul-
ing latency due to the reason that in EcoFlow-D. Figure 22(a)
and Figure 22(b) show total bandwidth cost for EcoFlow-
D at the end of the 48 hour charging period in PlanetLab
and EC2, respectively. We see that the experimental results
concur with that in Figure 20(a) and Figure 20(b) due to the
same reason.

6 CONCLUSIONS
To provide video streaming services to users across different
regions, cloud providers need to transfer video contents be-
tween different datacenters. These inter-datacenter transfers
are charged by ISPs under percentile-based charging model-
s. We take advantage of this particular characteristic of these
models and propose EcoFlow to minimize cloud providers’
payment costs on inter-datacenter traffics. EcoFlow is an
economical and deadline-driven video transfer strategy. It
first estimates the total volume of video traffic needed
to be transmitted between any two datacenters within a
time period, compares it with the charging volume and
calculates the under-utilized traffic volume on each link.
EcoFlow then schedules video flows with the objective that
these flows do not incur additional charges on the link,
guaranteeing that each video flow meets its transmission
deadline. Finally, the under-utilized links with low traffic
burden are used to build alternating paths for video flows
that are estimated to miss their deadlines. To enhance E-
coFlow, we also propose setting each link’s initial charging
volume to reduce the scheduling latency at the beginning
of the charging period. We further discuss how to deal
with link available bandwidth prediction errors and lack
of prior knowledge of the charging volume. Moreover, we
design the implementation of EcoFlow in both centralized
and distributed manner. Experimental results on PlanetLab
and EC2 show the effectiveness of EcoFlow in reducing
bandwidth costs while guaranteeing that each video flow
meets its transmission deadline for inter-datacenter video
transfers. We will study a more tractable formulation of
this bandwidth cost optimization problem in the future. In
addition, considering the uncertainty of video flows over
time, we will apply more sophisticated approaches like
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stochastic optimization, Lyapunov, or online algorithms to
further improve the performance of our design. Also, we
will study how to automatically generate the deadline that
satisfies users when it is not indicated.
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