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sensor node’s WSN address, the gateway ID, the number of 

sensors, and the types of all attached sensors. Similar to the 

operation of “gateway registration”, the web server needs to 

check if the sensor has been registered or not. For a new sensor, 

the web server will assign a unique sensor ID which is carried 

by the acknowledgment message back to the gateway. The 

gateway maintains a local table storing the mapping between 

sensor nodes’ address and ID. At the web server side, it creates 

a new table for the new sensor at the database. The centralized 

management of sensor ID by the web server allows any user to 

uniquely identify all sensors even from different gateways or 

platforms. 

The time required for message exchange on the Internet 

actually takes a random time depending on the loading of 

network and server. Only after receiving a positive 

acknowledgment, we can discard the uploading data (dequeue) 

and process the following data. It is inefficient if we 

individually deliver a set of data from a sensor node upon 

receiving it from the UART interface. As a result, there is a 

two-stages buffering in Fig. 8.  

The data from the WSN are all buffered in a queue at 

Raspberry Pi. There is another thread checking the queue size. 

If the queue size is larger than a threshold, a “data uploading” 

request is created with data encoded in JSON and sent to the 

web server. The web server stores the uploaded data as a 

temporary file and immediately replies an acknowledgment to 

the gateway to shorten the delay of message exchange. It should 

be pointed out that sensor nodes only send raw data. The web 

server interprets the raw data to a specific format according to 

the configuration stored in the database. There is another 

process in the web server to access the database. For every 10 

seconds, this process will check the folder containing the 

temporary files and encapsulate these files as SQL messages for 

uploading to the database. 

IV. EXPERIMENT RESULTS 

The experiment results are divided into two parts. Part A 

presents the validation and evaluation of the features proposed 

in this paper, and Part B discusses the field test results. 

A. Feature validation  

First, we evaluated the performance of time synchronization 

functionality. FB and EFB schemes were both implemented for 

comparison with the synchronization period Tp equal to 142 

slotframes (equivalent to 19.88 seconds). The timing error was 

measured at the beginning of the timeslot corresponding to the 

desired synchronization event. The two nodes involved in 

synchronization both generate a rising edge in a particular I/O 

pin at the beginning of that timeslot. Then, the timing 

differences, measured by a digital oscilloscope triggered by one 

rising edge, were logged and plotted in Fig. 9 for two different 

node combinations. The upper plot is the result for two modules 

with about 5ppm clock drift, while the bottom one is for the 

case about 40ppm drift. Because the EFB scheme operates 

based on the time consumed between two adjacent 

synchronization packets, it became effective after the second 

synchronization event. We can see that the EFB scheme can 

successfully keep the timing different very small no matter how 

 

 
Fig. 9. Measured timing difference for two different combinations. (upper for 

5ppm drift and bottom for 40ppm drift) 
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(a) Retransmission case 

 
(b) A complete slotframe for node 1 

Fig. 10. Snapshots to validate the burst transmission feature. 
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large the hardware clock drift is. The major source of timing 

jitter comes from that the RF hardware needs to perform 

calibration before transmission, which consumes a random 

time according to our measurement. Because EFB can keep the 

timing error small enough all the time, the synchronization 

period Tp can be much longer than the current value to reduce 

the energy wasted in broadcasting synchronization packets. On 

the other hand, the timing error of FB increased with time and 

reached the maximum at the instance of measurement. The 

timing difference depends on the clock drift between the 

transmission pair. To handle the worst case, the 

synchronization period Tp cannot be shortened for the FB 

scheme because the timing error is over 800s at the right plot. 

We also plotted the timing difference without synchronization 

in Fig. 9 showing that the timing error increased linearly with 

time. For the case of 40ppm clock drift, the TSCH was unable 

to operate after the second synchronization event 

(approximately 40 seconds later) because the timing difference 

is over 1000us. 

 Burst transmission is another important feature proposed in 

this paper. Fig. 10 (a) shows the snapshot for the case with 

retransmission. After waiting macTsRxOffset, the receiver 

started sensing the channel. The transmitter transmitted the first 

packet after waiting macTsTxOffset. When the packet was 

completely received, the receiver stopped sensing and replied 

an ACK frame. Because there were packets for transmission 

(pending bit=1), the receiver started sensing again. The second 

packet cannot be received correctly, causing a retransmission at 

the transmitter. After the receiver processed the second packet, 

it went to sleep because pending bit=0. We can notice that the 

time period between the two ACK frames was over 8ms in this 

example. Without carrier sensing, the receiver would go to 

sleep because it can’t successfully detect the start of frame 

within the predefined period. Fi. 10 (b) shows the snapshot of a 

complete slotframe for Node 1 which is the bottleneck of the 

system. According to the measured current of Node 1, we can 

see that it received 6 packets in three groups from Nodes 2 to 4 

and then transmitted 8 continuous packets as expected. We then 

conclude that the burst transmission feature works correctly. In 

addition, Fig. 10 (b) also shows that the current of Node 1 

varies with its activities. 

TABLE III 
LOCATIONS OF ALL NODES 

Node Latitude Longitude 

0 23.9555797 120.9273119 
1 23.9569218 120.9270910 

2 23.9569105 120.9261881 
3 23.9569151 120.9261911 
4 23.9569158 120.9261724 

5 23.9567640 120.9272013 

TABLE IV 

MEASURED RSSI FOR EACH LINKS. 

Link Distance (m) RSSI (dBm) 

Node 0Node 1 150 -88 

Node 1Node2 91 -65 

Node 1Node 3 93 -66 

Node 1Node 4 91 -67 

Node 0Node 5 132 -73 

 
Fig. 13. Real data in the database for 3-axis of Node 1 (left top, right top, left 

bottom) and temperature of Node 5 (right bottom). 

 
Fig. 11. Photo of the PCBA. 

 
Fig. 12. Actual deployment of sensor nodes. 
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B. Field test  

The prototype sensor node is finished as shown in Fig. 11 

which clearly reveals the four major chips: the 3-axis 

accelerometer, an RF SoC, a PA plus LNA, and a power 

converter. The dimension of the printed circuit board assembly 

(PCBA) is 3.3cm by 4cm. The size can be made smaller if we 

replace the two pin headers with other small form factor types. 

Our field test data showed that the transmission range is over 

600 meters when the antenna height is about 1 meter above the 

ground. 

 As shown in Fig. 12, we can see how these nodes were 

deployed. Nodes 2, 3, and 4 were placed on the ground of a 

slope. Node 0 was located at the Technology Building 1 in the 

campus of National Chi Nan University. Nodes 1 and 5 can 

directly connect to Node 0, while Nodes 2, 3, and 4 connected 

to Node 1. Node 0 acts as the coordinator which broadcasts the 

time stamp for network synchronization to form a TSCH 

network. It also connects to a Raspberry Pi by the UART 

interface to form a gateway. Node 5, used to monitor the 

ambient temperature, is added to verify the capability of 

forming a heterogeneous network. The GPS locations of all 

nodes and measured RSSI values are listed in Table III and 

Table IV, respectively. Compared to the typical receiver 

sensitivity of -90dBm, there is a lot of margins. 

All sensed data are stored in the database. We have a simple 

command to download the historical data through the web 

server. Fig. 13 shows the 3-axis data of Node 1 and the 

temperature of Node 5 for 12 hours. We can see that the 3-axis 

data are pretty stable. The maximum variation to the mean 

value is much smaller than 0.02G. Under the configuration of 

200Hz sampling rate, there are 48,000 samples per minutes 

delivered to the database. Because of space limitation, only the 

data of Node 1 are plotted in Fig. 13. Because Node 1 is placed 

on a flat ground plane, it is easier to verify if the sensed data is 

corrected or not. The amount of data from Node 5 is much 

smaller because the data rate is one sample per 10 minutes. We 

also have verified that the uploading process works well when 

the connection of web server is replaced by the campus WiFi 

instead of Ethernet. 

The most important requirement of a low-rate node is how 

low the average current consumption is. If a node can be 

powered by a battery only, the cost and volume can be 

significantly reduced for mass deployment. In the sleep mode, 

the node only consumes about 1μA current. Fig. 14(a) shows 

the current consumption of Node 5 in a transmission timeslot. 

After the node wakes up, it processes the packet and waits for 

2120μS during which it consumes about 15mA. During 

transmitting, it consumes about 213mA for about 1.12ms. For 

the last 830μs period, it consumes about 40mA for receiving the 

ACK packet and processing. When all tasks are finished, it goes 

back to the sleep mode. Fig. 14(b) shows the current 

consumption of Node 5 in a synchronization timeslot during 

which Node 5 only has to receive a synchronization packet. 

Given that the sensing period is Td slotframes and the 

synchronization period Tp is 142 slotframes, the average current 

consumption, denoted by Iave, can be calculated by 

/ * (1120*15 2440* 40) (2120*15 1120* 213 830* 40)

140*

1  A.

ave

d p

d

I

T T

T





   



   (7) 

Table V shows the average current estimated life time for 

different sensing period when the battery capacity is 1000mAh. 

We can see that the lift time increases with the sensing period 

Td. However, as the sensing period increases, the energy 

consumed by receiving the synchronization packets dominates. 

As mentioned before, the synchronization period Td can be 

relaxed a lot by employing the proposed EFB scheme, the 

lifetime can be further improved. One drawback of long 

sensing period might be the long response time for emergency 

events. In this case, a sensor node can also be waked up by an 

external interrupt for emergency tasks. It can also use timeslot 1 

to deliver the warning message. To avoid possible collision 

with other scheduled transmissions, carrier sensing should be 

performed before transmission. We believe that the design can  

meet most applications. 

TABLE V 

ESTIMATED LIFE FOR A BATTERY OF 1000MAH. 

Sensing period Td 

Slotframes (seconds) 
Average current (uA) 

Battery life 

(years) 

71 (9.94) 37.3 3.1 

142 (19.88) 22.0 5.2 

710 (99.4) 9.8 11.6 

1420 (198.8) 8.3 13.8 

4260 (596.4) 7.3 15.7 

8520 (1192.8) 7.0 16.3 

 

 
(a) In a transmission timeslot 

 
(b) In a synchronization timeslot 

Fig. 14. Current consumption of Node 5  
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V. CONCLUSIONS 

This paper proposed a complete design of WSN-based IoT 

system for wide area and heterogeneous applications. The 

timing error can be well controlled by the proposed EFB 

scheme. It allows us to relax the synchronization period for 

further reducing the wasted energy in battery-powered sensor 

nodes. The burst transmission feature can significantly increase 

the protocol efficiency of TSCH. With higher throughput, the 

WSN can accommodate more high-rate sensor nodes. 

Experiment results showed that we have successfully 

implemented the proposed features and created a reliable 

connection to the database on the Internet. After the physical 

world system is well constructed for things, we believe that it 

will be the basis to the success of UC-SDIoT which allowing 

end users to build their own IoT systems with things from 

various vendors. 

To complete the proposed UC-SDIoT system, we currently 

focus on the software architecture design based on the concept 

of agent-based middleware approaches [12-14]. All these 

software modules, including middleware, application programs, 

and the user interface will be implemented in the web server in 

Fig. 2. This approach is cross-platform and easy to integrate 

existing open source packages.  In the future, we also plan to 

extend the proposed TSCH software to ad hoc networks for 

vehicular or robotic applications, where a network management 

protocol [24-25] should be developed to dynamically adjust 

node transmission schedules.   
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